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Anomaly Detection

• Anomalies or outliers are data points 
within the datasets that appear to deviate 
markedly from expected outputs1.

• Anomaly detection refers to the problem of 
finding patterns in data that don’t confirm 
to expected behavior2.

1.Anomaly Detection Techniques and Best Practices, Sri Krishnamurthy

2.Anomaly Detection: A Tutorial, Arindam Banerjee
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Applications of Anomaly Detection

• Credit card fraud detection

• Mobile phone fraud/anomaly detection

• Insurance claim fraud detection

• Insider trading detection

• Network attack detection

• Pricing issues

• Network issues



Anomaly Detection in Dynamic Graphs

• Given a temporal network 
{G(t)={V(t), E(t)}}, t = 1, …, n, 
where G(t) is the graph snapshot 
at timestamp t consisting of 
vertices 𝑉(t) and edges E(t). 

• Our goal is to detect the 
anomalous edges at any 
timestamp t during the testing 
stage.
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http://snap.stanford.edu/proj/embeddings-www/

http://snap.stanford.edu/proj/embeddings-www/


Existing Methods and Challenges

• Two-stage approaches for anomaly detection:
̵ Stage 1: data-specific features or low-dimensional representations learned             

from dynamic graphs.

̵ Stage 2: a traditional anomaly detector, such as the support vector machines 
and the local outlier factor algorithm, is applied to identify anomalies.

• Most existing graph embedding approaches are designed for static graphs, and 
thus may not be suitable for a dynamic environment, in which the network 
representation has to be constantly updated.

End-to-end framework is highly desired to improve the models

Effective graph neural network to learn informative 
features from dynamic graphs



Motivations

Figure (A): the interactions between nodes of the 

subgraph (i.e., gray nodes) become more frequent. 

Therefore, the target edge in Figure (A) is 

reasonable to be a normal edge.

Figure (B): there are no interactions between the 

neighbors of the subgraph from timestamp 𝑡-3 to 𝑡-1. 

Therefore, the target edge at timestamp 𝑡 is more 

likely to be an anomalous edge.

Structural temporal dynamics are key to 
understanding system behavior



StrGNN Framework



Enclosing Subgraph Generation

• Enclosing subgraph in static graphs: For a static network G = (𝑉, 𝐸) , given a target edge 𝑒 with 
source node 𝑥 and destination node 𝑦, the ℎ−hop enclosing subgraph 𝐺ℎ 𝑥,𝑦  centered on edge 𝑒 can 
be obtained by {𝑖 |𝑑 (𝑖, 𝑥) ≤ ℎ ∨ 𝑑 (𝑖,𝑦) ≤ ℎ}, where 𝑑 (𝑖, 𝑥) is the shortest path distance between 
node 𝑖 and node x.

• Enclosing subgraph in dynamic graphs: For a temporal network {𝐺(𝑖) = {𝑉(𝑖), 𝐸(𝑖)}}, where i = t-
w+1 to t and w is window size, given a target edge 𝑒𝑡 with source node 𝑥𝑡 and destination node yt, the 
h-hop enclosing subgraph centered on edge 𝑒𝑡 is a collection of all subgraphs centered on 𝑒𝑡 in the 
temporal network. 



Node Labeling

• Node labeling function should convey the following information:
̵ Which edge is the target edge in the current subgraph

̵ The contribution of each node in identifying the category of each edge

Node Label Function:

f(i, x, y) = 1 + min(d(i, x), d(i, y)) + (dsum/2)[(dsum/2)+(dsum%2)-1]
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Graph Structural Feature Extraction

• Graph Convolution layers

• Graph Pooling layers

X Node input

A Adjacency matrix

W Weight matrix

W1 Weight matrix with 1 output channel

Activation function



Temporal Detection Network

• Gated Recurrent Units (GRUs) to capture temporal information

Where        is the output of graph 
pooling layer at timestamp t 



Experimental Setting

• Datasets

• Baselines
▪ Two traditional graph anomaly detection methods: SedanSpot and CM-Sketch

▪ Four network embedding methods: Node2Vec, Spectral Clustering, DeepWalk, 
and NetWalk

• Evaluation Metrics
▪ AUC: the area under the ROC curve



Results On Six Benchmark Datasets

StrGNN outperforms all baseline methods.



Hyperparameter Analysis

AUC results with different hops of enclosing subgraph 
on UCI Messages

AUC results with different sizes of time 
Window on UCI Messages

Overall performance haven’t been significantly affected.



Stability Analysis

• Model is evaluated by different 
percentage of training samples.

• AUC increases with the percentage 
of training data ranging from 50% to 
75%, and then the performance 
stays relatively stable.



Intrusion Detection Application

Attack Types:

• Diversifying Attack Vectors

• Emulating Enterprise Environment

• Domain Controller Penetration

• MLS Attack

• Snowden Attack

• Botnet Attack

Attack Testbed Example Related to 
The Diversifying Attack Vectors Attack



Summary
• We proposed StrGNN, a structural temporal Graph Neural Network to detect 

anomalous edges by mining the unusual temporal subgraph structures. 

• StrGNN can be trained end-to-end, and it is not sensitive to the percentage of 
anomalies. 

• We implemented and deployed our approach to a real enterprise security system 
and evaluated the proposed algorithm for intrusion detection tasks. 

• We also evaluated the proposed framework using extensive experiments on six 
benchmark datasets. The experimental results demonstrated the effectiveness of 
our approach.
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