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Abstract. The modern Internet has witnessed the proliferation of web
applications that play a crucial role in the branding process among
enterprises. Web applications provide a communication channel between
potential customers and business products. However, web applications
are also targeted by attackers due to sensitive information stored in
these applications. Among web-related attacks, there exists a rising but
more stealthy attack where attackers first access a web application on
behalf of normal users based on stolen credentials. Then attackers follow
a sequence of sophisticated steps to achieve the malicious purpose. Tradi-
tional security solutions fail to detect relevant abnormal behaviors once
attackers login to the web application. To address this problem, we pro-
pose WebLearner , a novel system to detect abnormal web-user behaviors.
As we demonstrate in the evaluation, WebLearner has an outstanding
performance. In particular, it can effectively detect abnormal user behav-
iors with over 96% for both precision and recall rates using a reasonably
small amount of normal training data.
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1 Introduction

Web applications (or apps) have become an important part of many companies’
digital marketing strategy. In 2018, nearly two-thirds of small businesses rely
on their web applications to connect with customers [2], not to mention those
large enterprises. In spite of business values, web apps can be the target of
attackers due to vulnerable interfaces in these apps. We continue to see a trend
of increasing number of vulnerabilities in web apps. The overall number of new
web-app vulnerabilities in 2018 increased by 23% compared to 2017 and by 162%
compared to 2016 [10]. Among all attack targets, web apps are the top two to
be hit in 2018 [13].

To defend against web-related attacks, different solutions (e.g., [4,14,16])
have been proposed. Among these solutions, there are two major directions:
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rule-based and learning-based. The former extracts unique patterns from attack
traces and design specific rules to detect future attacks that have the same pat-
terns. The latter explores a large amount of attack traces and learns traditional
attack patterns. For example, some methods group these attacks into clusters
in the hope that future attacks fall into these clusters. Some leverage statistical
information (e.g., traffic volume) to detect anomalies related to user behaviors.

Despite the effectiveness of detection on specific web attacks, existing solu-
tions suffer from a critical problem that limits their usability and application. In
particular, existing solutions fail to detect sophisticated web attacks that involve
multiple steps (as a sequence), since these solutions typically target single-step
attacks. For example, in cross-site scripting (XSS), attackers directly inject mali-
cious scripts into benign web applications viewed by other users. To detect such
an attack, the solution is straightforward by detecting whether there exists any
executable-script keyword in the application. However, there are two key char-
acteristics in sequence-based attacks that existing solutions do not take into
account.

The first missing characteristic is the sequence-based patterns. In sophisti-
cated web attacks, a sequence of steps are conducted by attackers to achieve the
malicious goal. Each single step may be benign, while as a whole, these steps are
suspicious. We call this local-benign-global-malicious. For example, in a shopping
web app, an infrequent user who makes tens of orders at one time is suspicious.
One order itself should be normal but a sequence of such orders are abnormal.
The second missing characteristic is to be able to detect attacks with unknown
patterns. In the real world, attackers can easily bypass existing solutions once
they locate the set of patterns that are leveraged by security solutions. This
set of patterns, though can be upgraded iteratively, do not accommodate the
dynamic behaviors of attackers. The capability of existing solutions is greatly
restricted when new unknown attacks are encountered.

In this paper, we propose WebLearner , an intelligent web security system
that detects abnormal web-user behaviors through deep learning. In particu-
lar, WebLearner learns session-based sequences of user visits (e.g., URLs) on a
web application. To address the first characteristic, WebLearner utilizes a slid-
ing window to generate representations of sequences of user visits. The whole
sequence in each window is used for training. In other words, each single visit
is not trained individually. To address the second characteristic, WebLearner
leverages a deep learning technique to model normal user behaviors that takes
advantage of information in a guided way. Considering attackers have no access
to the web-visit history of normal users, suspicious behaviors from attackers
are expected to be different from those normal ones, and thus be detected as
abnormal.

The contributions of this paper can be summarized below:

– We propose WebLearner , an intelligent web security system that enables UBA
on web applications to detect sequence-based anomalies.
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– We have implemented WebLearner and deployed it into a real-world environ-
ment we set up. Our experimental results are promising, demonstrating that
WebLearner can detect abnormal web-user behaviors effectively.

2 Approach

To detect sequence-based abnormal user behaviors in web attacks (e.g.., cre-
dential stuffing, logic attack, and bot-related attacks), WebLearner adopts a
training-prediction-retraining mode that incorporates feedback from security
analysts in an efficient and effective manner. WebLearner has following advan-
tages: (1) it takes a representation of web-user behaviors directly from raw user
access log, which keeps the inherent relationship among visits in the sequence.
(2) it has a flexible framework that can train the model corresponding to each
of the groups of user behaviors. (3) it has the capability to detect new, unknown
and sophisticated attack behaviors, since WebLearner depends on a training
data set that consists of sequences of normal user visits on the web app.

In the high level, it has two main components: log parser and deep learning
model. There are two different types of inputs: normal user access log for training,
and new access log for prediction.

In the first step, the log parser takes as input the normal user access log,
and outputs representations of sequences of user visits in different dimensions.
In particular, WebLearner first extracts effective page requests (in terms of
URL) from the user access log, and filters out noisy requests (e.g., resource-
related image, JS, CSS). Then WebLearner takes into account both the page
directory (also known as page topic) and parameters. For example, if a URL
is BrowseCategories.php?nickname=u1&password=p1, then the page directory
of this URL is BrowseCategories.php, and parameters are nickname and
password. Let SD = {d1, d2, ...dm} be the set of all directories in the normal
training log, and Pi be the set of all parameters to the directory di. WebLearner
indexes element strings in SD according to the alphabetical order. For a new
URL with the directory dn and parameter set Pn, the representation of this new
URL is generated according to Eq. 1. Finally, WebLearner forms value represen-
tations into corresponding vectors.

URL representation =

⎧
⎪⎨

⎪⎩

i, if dn = di ∈ SD and Pn ⊂ Pi

n, if dn /∈ SD
max{int}, otherwise

(1)

The deep learning model is used to learn complex web-user behaviors in terms
of page visits on the web app. To model user-behavioral sequences in terms of
URL, we leveraged a recurrent neural network with long short-term memory
(LSTM) [8] due to its superior performance in learning long-term dependencies
over sequences [5,6,9]. The sequence of page visits is much more diverse than
the environmental information. To do the learning, this model utilizes a sliding
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window to get the input sequence with fixed length, and uses the next visit
following the sequence as the output prediction of the sequence.

Finally, after modeling, WebLearner can predict whether a new access log
has abnormal user behaviors. When new log entries come, the log parser first
generates corresponding representations. Then the sequence of page visits goes
to the deep learning model. After prediction, if the deep learning model detects
the sequence as an anomaly, security analysts further investigate it to take corre-
sponding actions for defense. However, it is possible the sequence that is detected
as suspicious is benign. In this case, WebLearner uses the sequence to retrain
the deep learning model for incremental learning.

3 Evaluation

In this section, we show the performance of WebLearner in detecting abnormal
web-user behaviors. The high-level research question is how effective WebLearner
is to detect anomalies.

3.1 Experiment Setup

WebLearner is implemented using JAVA (for log parser) and PyTorch (for deep
learning model). We deployed WebLearner on a server with 12 cores (Intel Core
i7-8700K CPU @ 3.70 GHz) and 32 GB memory.

To evaluate WebLearner , we have two requirements on the data set: (1) there
are a large amount of user visits on a web app. (2) there is labeling informa-
tion about normal and abnormal user behaviors. To achieve both requirements,
we set up a benchmark based on RUBiS [1], an auction site prototype modeled
after eBay.com. To meet the first requirement, we automated the generation
of workloads (i.e., user interaction traces) in a large scale. To meet the second
requirement, we control the workload generation to create synthetic abnormal
behaviors or attack cases. In RUBiS, each group of user behaviors is controlled
by a state transition matrix, where each element specifies the probability of page
transition that goes from one interaction to another. In the end, we generated
five different groups of normal web-user behaviors with in total 11,677 sessions.
In the deep learning model, we set the size of sliding window w = 10. Table 1
summarizes the values of other relevant parameters. After filtering out the ses-
sions that have no more than ten visits, we have in total 10,910 effective sessions
for evaluation.

Table 1. Values of parameters used in deep learning model

# Directories # Hidden dimensions # Layers # Epochs Batch size

24 64 2 300 2,048
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3.2 Effectiveness of WebLearner

To validate the effectiveness of WebLearner , we randomly selected 30% of ses-
sions in each of the groups for training. The data used for prediction consists of
two parts: normal (i.e., the rest 70% of sessions) and abnormal. To collect data
related to abnormal behaviors, we randomly generated sessions whose sequence
length conforms with the length distribution among those of group behaviors.

For evaluation, we use standard metrics as follows. A false positive (FP )
denotes a normal session sequence that is detected as abnormal, and a false
negative (FN) denotes an abnormal session sequence that is detected as normal.
A true positive (TP ) means an abnormal session sequence is detected correctly as
abnormal. Metrics for evaluation include: Precision = TP

TP+FP , Recall = TP
TP+FN ,

and F1-measure = 2·Precision·Recall
Precision+Recall .

After modeling and predicting, WebLearner could achieve the precision
96.75%, the recall 96.54%, and the F1-measure score 96.63%. This indicates
that WebLearner works well when the training data set is limited.

4 Related Work

In this section, we discuss the overlaps and differences of the related work with
our work.

Web Application Defense: Many products or solutions have been imple-
mented to defend against web-related attacks. The Open Web Application Secu-
rity Project (OWASP) [12], an online community that focuses on web application
security, lists the top web attacks (e.g., injection, cross-site scripting) and sug-
gests best practices for developers. In the literature, researchers also propose
various methodologies (e.g., [4,14]) for more secure web applications. All pieces
of above work focus on traditional web attacks, or model the runtime behav-
ior of web applications. In contrast, our work investigates abnormal web-user
behaviors consisting of sequences of visits. We believe our approach is comple-
mentary to the related work, and both are beneficial to achieving a more secure
web application.

Deep Learning Application: Deep learning models such as LSTM have been
widely applied to various scenarios in the real world. Want et al. [15] proposed
attention-based LSTM to do sentiment classification in NLP. Du et al. [3] imple-
mented DeepLog, a deep learning model based on LSTM to detect anomalies
in system logs. Researchers also use LSTM for other purposes, such as speech
recognition [7] and time series study [11]. However, all above studies focus on
tasks different from ours. We designed and implemented WebLearner to achieve
anomaly detection on sequence-based web-user behaviors.
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5 Conclusion

In this paper, we propose a novel system, WebLearner , to detect abnormal web-
user behaviors. This work is motivated by a rising type of web attacks that are
based on a sequence of visits. Such an attack is more stealthy than before, and
thus cannot be detected by traditional web-security solutions. To address this
problem, WebLearner utilizes a deep learning model to learn normal user behav-
iors, and detects abnormal behaviors that are unknown and different from normal
ones. Our evaluation results demonstrate WebLearner has an outstanding per-
formance. In particular, it can effectively detect abnormal user behaviors with
over 96% for both precision and recall rates using a reasonably small amount of
normal training data.
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